XGBOOST ALGORITHM FOR FORECASTING ELECTRICITY CONSUMPTION OF GERMANY
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Abstract
Stability requires energy demand prediction. We train and test 24-hour German load forecasting models. ENTSO-E Transparency Platform data covered European energy generation, transmission, and consumption. It uses German load data instead of PJM data for the eastern US, adds holidays and lag features to the XGB model, and benchmarks with a linear model and a random forest. Grid search CV refines the final XGB model. National load forecasting RMSE is 1740MW, which is suitable for the gradient boosting model. H-24 and H-48 lag is the most important for this job. Weekends and holidays help, but less. Regional holidays, average temperatures, and lag characteristics could improve the model (beyond H-48).
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1. Introduction

Maintenance on the electric power system is a never-ending task that requires constant communication and cooperation between generators and distribution substations in order to maintain a safe operating environment and consistently provide customers with electricity. This is necessary in order to keep the system in good working order. It is important to plan ahead in order to ensure that the production of electricity can keep up with the anticipated demand. When making these plans, it is important to take into account the patterns of production of renewable energy sources, the condition of power plants and the grid, and the significance of hydrothermal resources. In order to prevent damage to the grid, it is important to preserve the equilibrium that currently exists between energy generation and demand (Wood et al., 2020).

There are three distinct time frames that can be used when planning for the operation of a power system (Centro Nacional de Despacho - ETESA, 2020): the immediate, the intermediate, and the distant future. Each of these time frames places an emphasis on a different set of activities. In the shorter timeframe, which ranges
from one day to one week, the operational and security aspects of the power system receive more attention than in the longer timeframe. Planning for the medium term considers the situation in terms of weeks to months, with the primary focus being on the management of production resources and the prevention of energy deficits through the use of existing power plants. As a result, the time frame for the long term is focused on the years and decades ahead of us, with the intention of defining the construction of new power plants or adjustments to the transmission system. These standards are subject to change depending on the location, but the overarching concept must always be maintained.

The collection of data on the demand for electricity on a national or regional level is difficult to accomplish. Because the authors were familiar with Panama's electricity infrastructure and had access to publicly available data on the country's electricity load, they decided to use Panama's data in the development of their models. The National Dispatch Center (CND) of Panama is in charge of both the planning and the operation of the electrical grid throughout the country. The objective of demand forecasting with a tolerable margin of error, as outlined by CND methods (PSR NCP — Short term operation programming, 2023) is to anticipate and satisfy consumer demand while keeping expenses to a bare minimum. It is necessary to make short-term projections (for the upcoming week) in order to take into account any safety concerns regarding the operation of the electrical system. According to the short-term and mid-term methodologies CND is responsible for the weekly forecast planning that is performed. When it comes to short-term scheduling, CND makes use of optimization software that functions on an hourly basis (Forecaster | Hitachi Energy, 2023). This optimization tool requires hourly updates on the demand prediction, the power plants, and the power grid in order to successfully solve the problem of the weekly least dispatch cost. At the moment, CND uses HITACHI ABB's Nostradamus (Centro Nacional de Despacho - ETESA, 2020) to estimate hourly demand. This information is then fed into the short-term optimization tool, which is then used to plan hourly dispatch (Madrid & Bosquez, 2017) for the following week.

This particular forecasting problem is referred to in the literature as short-term load forecasting (STLF), and more specifically, the STLF problem for the Panama power system, in which the forecasting horizon is one week, with hourly steps, for a total of 168 hours. The primary focus of this study is the prediction of the short-term load on the electrical system. An accurate STLF will assist in mitigating the additional planning uncertainty that has been brought about as a result of the unpredictable nature of power generation from renewable sources. After everything is said and done, it will determine the most accurate opportunity costs for reservoir-based hydroelectric facilities. Because of this, lowering the unit commitment production-transmission costs of the power system leads to an efficient dispatch of thermal power plants (Morales-España et al., 2013). It is possible to send in real time the combination of power plants that will produce the lowest possible operational costs.

The shifting patterns of power consumption and the emergence of new machine learning (ML) methodologies served as motivation for an endeavor to improve forecasting tools by equipping them with the most effective and dependable methods available for reducing the likelihood of errors. The present STLF models are going to be improved as a direct result of this study's findings. The models will be judged against Nostradamus'
previous weekly forecasts for Panama's power grid in an effort to provide evidence that it is possible to improve the 168-hour STLF. This evaluation will take place in Panama. The dataset for this study consists of historical load, a comprehensive collection of weather factors, holidays, and historical load weekly prediction characteristics. These were included so that the suggested machine learning techniques could be evaluated and the aforementioned goals could be accomplished.

The Extreme Gradient Boosting Regressor (XGBoost) approach exhibited the highest performance when compared to the previous weekly predictions projected by an artificial neural network (ANN) tool. This was the case because XGBoost uses a gradient-based approach. Using this method also helped me gain a better understanding of the significance of characteristics.

In recent years, there has been an increase in the difficulty level of both maintaining and managing the nation's electrical infrastructure and market. In particular, it is the responsibility of aggregators and operators of transmission systems to guarantee that the ratio of output to demand is maintained in a consistent manner. The use of renewable sources of energy is becoming more widespread; but, because of the intermittent nature of these sources, it is becoming increasingly difficult to achieve an acceptable equilibrium. The prediction of the system's future energy requirements is absolutely necessary in order to maintain its stability. A number of different models for hourly German load forecasting with a lead time of 24 hours are put through their paces in a series of tests that we carry out to train and assess them. The ENTSO-E Transparency Platform served as the source for the collection of data on the generation, transmission, and consumption of energy all over Europe.

2. XGboost Algorithm

XGBoost is an ensemble method for Machine Learning that is based on decision trees and uses a gradient boosting framework as its primary data structure. It is generally agreed that artificial neural networks are the most effective algorithms or frameworks for handling prediction problems that incorporate unstructured data (images, text, etc.). However, decision tree-based algorithms are only considered state-of-the-art for processing moderate to modest amounts of structured or tabular data at this time. The evolution of tree-based algorithms is seen in Figure 1, which may be found here.

Research conducted by professors at Washington State University led to the development of the XGBoost algorithm. The work that Tianqi Chen and Carlos Guestrin presented at the 2016 SIGKDD Conference generated a stir in the world of machine learning researchers (Chen & Guestrin, 2016). Since its creation, this algorithm has not only been acknowledged for winning several Kaggle competitions, but it has also been recognized for powering a variety of cutting-edge commercial applications. As a result, the XGBoost open source projects have a substantial community of data scientists, as seen by the over 350 contributors and around 3,600 modifications made on GitHub. In contrast to other algorithms of a similar kind, this one possesses the following characteristics:
In a number of different settings: Helps solve a wide range of prediction problems, including those involving regression, classification, ranking, and the building of bespoke models.

Mobility: Works perfectly on all of the most popular operating systems, including Windows, Linux, and Mac OS X.

There is support for a wide variety of programming languages, including C++, Python, R, Java, Scala, and Julia, amongst many more.

Compatible with Flink and Spark, in addition to other cloud-based ecosystems, and supported on clusters hosted by Amazon Web Services, Microsoft Azure, and Yarn.

Figure 1: XGBoost Evolution

2.1. Build XGBoost

In its most basic form, decision trees are an algorithm that is both aesthetically appealing and reasonably clear to grasp. However, developing an intuitive knowledge of more complex tree-based algorithms can be more difficult. It's possible to think of each iteration of tree-based algorithms as a somewhat different take on the interviewing process.

Diagram of a Decision: Every hiring manager takes into account a variety of criteria when making a decision, including an applicant's degree of education, years of experience, and performance during the interview process. A decision tree, much like a real person in charge of recruiting, weighs applicants based on a variety of subjective criteria.

Imagine for a moment that rather than their being a single interviewer, there is now a panel of interviewers, and each interviewer gets a vote. When making a final decision using either a bagging or bootstrap aggregation method, the responses from all of the interviewers are merged.

Random Forest: It works in a manner very similar to bagging algorithms, with the exception that it just selects a few features at random. That is to say, each potential employer will center their attention on the same
collection of talents and experiences (e.g. a technical interview for testing programming skills and a behavioral interview for evaluating non-technical skills).

Boosting is an alternative strategy in which each interviewer modifies the criterion for evaluation depending on the remarks made by the interviewer who came before them in the line of questioning. The efficiency of the interview is "supercharged" as a result of the utilization of a method of evaluation that is more engaging.

For instance, organizations that provide strategy consulting services may employ case interviews as a technique of implementing gradient boosting in order to weed out persons who are not adequately competent.

Extreme Gradient Boosting, or XGBoost, is essentially gradient boosting, but on steroids. By improving the performance of both the software and the hardware, it produces greater results than earlier techniques while using less time and fewer resources (Figure 2).

**Figure 2: XGBoost Architecture**

### 2.2. XGBoost Performans

Gradient Boosting Machines (GBMs), another form of ensemble tree technique, are quite like XGBoost in that they use the boosting weak learners (CARTs in general) via the gradient descent architecture. XGBoost, on the other hand, improves the underlying architecture of GBM by optimizing systems and implementing algorithmic enhancements (Figure 3).

**Figure 3. XGBoost Performance**
2.3. Enhancement of the Performance of the System

The sequential process of creating trees is something that XGBoost takes on thanks to its parallelized implementation. The fact that the two loops that are used to create base learners are interchangeable—the outer loop that enumerates the leaf nodes of a tree and the second inner loop that calculates the features—makes it simple to carry out the procedure. The processing requirements of the inner loop prevent the beginning of the outer loop until after the processing requirements of the inner loop have been satisfied, which limits the possibility for parallelization. Therefore, to improve run time, the initialization process, which involves conducting a global scan of all instances, is switched places with the sorting process, which makes use of parallel threads. This adjustment compensates for the additional work that is required by parallelization, which results in an increase in the performance of the algorithm.

Tree Pruning: The stopping criterion for tree splitting in the GBM framework has a greedy quality to it, and it is dependent on the negative loss criterion at the instant when the tree is split. Instead of beginning with the criterion, XGBoost uses the 'max depth' parameter to select which trees should be removed first before moving on to the next. The use of this "depth-first" method results in a substantial increase in the effectiveness of the computer system.

This technique makes the most efficient use of the available hardware resources. Cache awareness enables us to do this by generating buffers on the fly within each thread to maintain a record of the gradient statistics. Out-of-core computation and other innovations help deal with enormous data frames that cannot be stored in RAM. These advances also optimize disk space.

Enhanced Algorithms: It prevents overfitting by penalizing more intricate models. This is accomplished using LASSO (L1) and Ridge (L2) regularization.

XGBoost "learns" the optimal missing value automatically based on training loss, and as a result, it quickly takes sparse features for inputs. This allows it to better handle the many types of sparsity patterns that can be found in the data.

XGBoost makes use of a technique called the distributed weighted Quantile Sketch to partition weighted datasets in the most effective way possible.

Because the method contains a cross-validation process at each iteration, there is no need to explicitly design this search or to determine the exact number of boosting rounds that are necessary in a single run.

3. Methodology

The ENTSO-E Transparency Platform offered the members of the study team information on the generation, transmission, and consumption of energy throughout Europe. This data set is compiled using contributions from several European TSOs. Europe to the Western Hemisphere The following countries and their consumption rates have been eliminated from consideration: Austria, Belgium, Switzerland, Denmark,
Germany, Spain, France, United Kingdom, Italy, Ireland, Luxembourg, the Netherlands, Norway, Portugal, and Sweden. The time is presented in increments of either 15 minutes, 30 minutes, or 1 hour, although this can vary depending on where you are located. The amount of electricity consumed in megawatts (MW) is broken down for the specified time period, which begins in January 2015 and continues through August 2020.

The procedure that was carried out is laid out in a flowchart that can be seen in Figure 4.

![Flowchart](image)

**Figure 4.** Our methodology

On the test set, the RMSE of the XGB model was calculated to be 1740MW, which is an acceptable value. The results of a comparison between the curves that were found in the test data and the curves that were predicted may be shown in Figure 5. When compared to the other time periods, the 15th of April 2019 through the 6th of May 2019 and the 16th of December 2019 through the 6th of January 2020 appear to be fairly out of the ordinary. This is probably connected to the times around holidays (Figure 6). Around the 21st of April and on the 2nd of May, performance begins to somewhat decline. The first of May is a vacation in Germany; thus, the model may be exploiting lag characteristics to estimate May 2nd volume using May 1st without adequately modifying scale, which would make May 2nd appear to be less than it actually is (as May 2nd is not a holiday). Aside from this one aspect, the model's forecasts of volumes are reasonably accurate. The model has a little tendency to underestimate consumption throughout the holiday season and on New Year's Eve (Figure 7). The days that had the worst performance according to the forecast are shown in Figure 8. The model has a considerable tendency to overestimate consumption on the 20th of June. This day is in fact a regional holiday in Germany known as Fronleichnam, which is not yet considered by our model. Although they are confined to a few states, these have an impact on the burden carried by the country. On the 23rd and 25th of January in the year 2020, the predictions were accurate (Figure 9).
Figure 5. Comparing actual and predicted curves

Figure 6. Comparing actual and predicted curves interval 1

Figure 7: Comparing actual and predicted curves interval 2

Figure 8. Labour Day’s and end of year’s periods results
5. Conclusion

The prediction of the system's future energy requirements is absolutely necessary in order to maintain its stability. A number of different models for hourly German load forecasting with a lead time of 24 hours are put through their paces in a series of tests that we carry out to train and assess them. The ENTSO-E Transparency Platform served as the source for the collection of data on the generation, transmission, and consumption of energy all over Europe. It employs German load data rather than PJM data for the eastern region of the United States. Furthermore, it enhances the XGB model with characteristics such as holidays and lag features, and it employs a linear model and a random forest as benchmarks. Grid search CV is employed in the process of fine-tuning the XGB model. This is a respectable result for the gradient boosting model, as the RMSE for load forecasting at the national level comes in at 1740MW. The H-24 and H-48 lag characteristics are the ones that matter the most for this particular project. Although weekends and holidays have less of an impact overall, it is still beneficial to take advantage of them. There is a possibility that the model could be improved by taking into account additional lag characteristics in addition to factors such as regional holidays and average temperatures (beyond H-48).
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